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KNOB TUNING

Every DBMS exposes knobs that control the
runtime behavior of the system.

Tuning the knobs for a workload improves the
DBMS's performance & efficiency.

Managing many knobs on many instances
exceeds the abilities of humans.
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OtterTune



OVERVIEW

OtterTune is a DBMS configuration monitoring
and tuning service.

It uses machine learning to automatically
optimize the knob configuration of DBMSs to
Improve their performance and reduce
hardware/software costs.

= | Automatic Database Management System Tuning _===_| A Demonstration of the OtterTune Automatic
Through Large-Scale Machine Learning | Database Management System Tuning Service

| SIGMOD 2017 === | VLDB 2018




Demonstration
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TPC-C EVALUATION
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WHAT NEXT?

We Iinvestigated several directions in enhancing
OtterTune's ML algorithms:

> Hardware Context
> Sharing Data Across Versions
> |mproved Workload Mapping

Nothing made a difference because synthetic
workloads like TPC-C did not require more
complex methods...
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Field Study
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This is a guest post by Dana Van Aken, Andy Pavlo, and Geoff Gordon of Carnegie Mellon
University. This project demonstrates how academic researchers can leverage our AWS Cloud
Credits for Research Program to support their scientific breakthroughs.

Database management systems (DBMSs) are the most important component of any data-
intensive application. They can handle large amounts of data and complex workloads. But they're
difficult to manage because they have hundreds of configuration “knobs” that control factors
such as the amount of memory to use for caches and how often to write data to storage.
Organizations often hire experts to help with tuning activities, but experts are prohibitively
expensive for many.

OtterTune, a new tool that's being developed by students and researchers in the Carnegie Mellon
Database Group, can automatically find good settings for a DBMS's configuration knobs. The goal
is to make it easier for anyone to deploy a DBMS, even those without any expertise in database
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Source: https://aws.amazon.com/blogs/machine-learning/tuning-your-dbms-automatically-with-machine-learning/
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A French bank asked us in 2018 to setup

GENERALE

OtterTune to tune 1000 Postgres instances.

Docker-baseq, self-service deployment

architecture that provided pre-configured
knob tuning.
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Docker-baseq, self-service deployment
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We collaborated for eight months...

O Postgres instances.
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Mot H-2
e FIELD STUDY: B 28GE1E ¢

A French bank asked us in 2019 to setup
OtterTune to tune an Oracle v12 instance.

> 1TB Database, read-heavy OLTP workload.
> Custom ticket tracking application for IT support.

Configuration already tuned by expert DBA.

Target Objective: Oracle DB Time
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-VALUATION

We extended OtterTune to support three ML

tuning algorithms:

> Gaussian Process Models (Otterfune 2017)

> Deep Neural Network (OtterTune 2019)

> Deep Deterministic Policy Gradient (CDBTune 2019)

Evaluate their ability to tune the DBMS for 10,
20, 40 configuration knobs.

| An Inquiry into Machine Learning-based Automatic Configuration
Tuning Services on Real-World Database Management Systems
VLDB 2021
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-VALUATION
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Lessons Learned
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-PLAYING WORKLOAD TRACE

Workload replay time depends on the
configuration, but bad configurations could

run for hours.

>\We need to keep the workload (almost) the same in each
iteration to avoid metrics falsely reporting lower results.

Solution: Avoid long-running iterations by
aborting the workload replay early.
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SAD CONFIGURATIONS

When there is little prior data, algorithms will

choose bad configurations that cause failures.
> Scenario #1: Slow Execution

> Scenario #2: DBMS Fails to Start

> Scenario #3: DBMS Fails After Delay

Need to provide feedback to the algorithms
that a configuration was bad.



SAD CONFIGURATIONS

How to identify when there is a failure?

Solution: Scrape log for explanation/indicators
of DBMS status.

How to incorporate results from bad
configuration in the algorithm's training data?

Solution: Set the objective function to the
worst configuration seen so far.
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SYSTEM RESTARTS

Some DBMS knobs do not take effect until you
restart the system. But nobody likes to restart
their DBMS unless they really have to.

The time it takes to bring the DBMS back
online after restart can be non-deterministic

based on the configuration changes.
> Example: MySQL log file size
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SYSTEM RESTARTS

How to know whether the service is allowed to
restart DBMS?

Solution: A human must tell us. They can also
specify # of restarts per day and time window.

How to estimate how long it will take the
DBMS to complete restart?

Solution: Open problem. Lots of factors...
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WHATS NEXT

As of August 2020, we have spun
out a OtterTune from Carnegie
Mellon as a start-up.

Currently deploying OtterTune at
companies to tune their DBMSs.
> Only MySQL and Postgres for now.

https://ottertune.com
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Demo Results




CONCLUSION

ML can solve some of the problems with
automatic tuning of DBMSs.

> Requires non-ML infrastructure to correctly capture
workload traces and database snapshots.

Using ML effectively for DBMS optimization
requires knowledge of both ML and systems.
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