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FASTER KV & Log 
[SIGMOD 2018]

CPR DPR Shadowfax
[SIGMOD 2019, SIGMOD 2021, VLDB 2021]

CRA, Surface Fleet, 

Ambrosia, Netherite [ICDE 2019, VLDB 2020]



Qd-tree
[SIGMOD 2020, SIGMOD 2021]

FishStore
[SIGMOD 2019]

user apps, cloud services, databases, functions

storage accelerator point of truth



concurrency async recovery tiered storage

predicates temporal patterns





access, update, cache

reliable logging and messaging
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open-source library

integrated cache
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 Secondary indexing [coming soon]
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https://arxiv.org/abs/2103.00033



Nov-2020:

Using FasterLog

On Azure D2as_v4 machines. We have about 1000 stores 

but they are all really tiny (less than 1000 messages per 

store). The largest store is about 1mb and most of the 

stores are <100kb, for a total of some 200mb across 1k 

stores.

Jan-2021:

Using FasterKV.

I decided to run with Faster in our production system

after your help and rewriting things a bit to suit our 

actual usecase. <snip> I think the speed is actually pretty 

good for 50k+ devices hitting our system in the short 

term and we can improve later.

https://arxiv.org/abs/2103.00033
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https://arxiv.org/abs/2006.03206

https://arxiv.org/abs/2006.03206




complete commit

Azure Blobs, SSD, DB, KVS, FASTER Disk Log

(local or remote)

Azure Function

Workflow Step

Client App

Framework

Redis

Main memory DB

FASTER - mutable region

(local or remote)







Client Session

{ issued, completed, committed }

session order
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simplify the use of storage 

concurrent

 Secondary indexing 

 Remote access

recovery techniques

https://aka.ms/FASTER
https://microsoft.github.io/FASTER/docs/td-research-papers/

https://aka.ms/FASTER
https://microsoft.github.io/FASTER/docs/td-research-papers/



